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Background. Red blood cells are one of the components of blood. Blood is an important fluid in the human
body. Knowing the blood groups is essential in blood transfusion operations, which depend on fixed condi-
tions to avoid fatal errors. The method that is used to determine the blood groups is a traditional method
that relies on medical laboratory technicians, as it is subject to human errors.

Objective. This paper aims to design and implement a prototype to detect and classify blood groups to avoid
human error in blood group detection. The proposed system employs image processing and machine learning
algorithms for blood group detection and classification.

Methods. The system consists of three stages. First, samples were collected from volunteers. Second, images of
the samples were captured using a camera. Third, the images were analyzed using two methods: image proces-
sing via MATLAB and machine learning algorithms via Orange, for blood group detection and classification.
Results. The accuracy in processing images using the MATLAB program reached 100%, with processing
time ranged from 1.5 to 1.6 seconds. Additionally, using machine learning with neural networks in the
Orange program, the accuracy was 99.7%, with training times of 13.7 seconds and testing times of
1.2 seconds. Neural networks outperformed other models, as shown in the experimental results. The study
concluded that automated blood type detection using image processing and machine learning methods is ef-
fective and feasible compared to manual methods. The proposed system outperformed previous studies in
terms of accuracy, processing time, training time, and testing time using both methods.

Conclusions. This study underscores the urgent need for precise blood type determination before emergency
blood transfusions, which currently relies on manual inspection and is susceptible to human errors. These er-
rors have the potential to endanger lives during blood transfusions. The main goal of the research was to de-
velop an approach that combines image processing and machine learning to accurately classify blood groups.
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Introduction

Blood is an effective liquid substance in the
human body, as it transports oxygen and necessary
materials to the body through the heart in two
blood circulations. It consists of red and white
blood cells, plasma, and platelets [1]. It constitutes
about 8% of body weight [2]. If the body is ex-
posed to an accident or chronic blood disease, it
needs to replace the lost blood by transfusing blood
from one person to another. Before the transfer
process, confirm the blood type by examining the
blood type. Red blood cells consist of four basic
groups: A, B, AB, and O, classified according to
the substances contained in them. They also con-
tain a protein on the surface of red cells called the
rhesus factor (Rh factor). If the cells contain this
protein, the factor is Rh positive; Otherwise, the
factor is Rh negative [3]. In addition, it contains
ABO antigens on the surface of red cells to classify
blood groups. The blood group contains an antibo-
dy. If the blood drops are granulated using a Kkit,

the kit is called a kit for this type. The test uses
three blood type groups (A, B, D). A and B anti-
bodies are responsible for the four blood types A,
B, AB, and O; The other is responsible for the Rh
factor. For example, the first drop is granular and
the rest is granular, it is called type A-. In addi-
tion, the first and third drops are granular, and the
second drop is non-granular, and is called type A+.
As well as the rest of the blood types.

Recently, there has been significant develop-
ment in computer assistance in classifying blood
groups and in various clinical applications such as
measuring blood pressure, temperature, etc. due to
speed and reduction of human errors [4, 5]. Compu-
ter programs were used to detect or determine blood
types, including MATLAB, Python, Orange, etc.

In the literature, many theories have been
proposed to explain the identification and classifi-
cation of blood groups and Rh factors using several
methods such as image processing or analysis and
machine learning using several algorithms such as
SVM, KNN, Tree, and neural networks, summa-

© The Author(s) 2024. Published by Igor Sikorsky Kyiv Polytechnic Institute.

This is an Open Access article distributed under the terms of the license CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/), which permits
re-use, distribution, and reproduction in any medium, provided the original work is properly cited.


mailto:mustafa.falah@mtu.edu.iq

54

rized based on the program used in terms of image
processing or analysis and counting of granules in
blood drops, as some of the works poor some para-
meters such as processing time and accuracy [6—16].
In addition, some work classified blood groups using
machine learning from the standard method, as some
work lacked the time for analysis and learning and
the accuracy of classification [17—20]. Moreover,
some work classified blood regarding image pro-
cessing and machine learning, as it was poor learn-
ing and test times [21—23]. Ferraz et al. [6] studied
the classification of the red blood group via image
processing. The system involves blood samples, a
camera, a PC, and IMAQ-Vision software. The ex-
perimental results showed that the system enables
the classification of blood groups according to the
granules present in each drop of blood. In addi-
tion, it takes around 2 minutes to process. Regard-
less, there are a lot of benefits to the system, in-
cluding its cheap price and easy design process.
Nevertheless, the system was a prototype, limited to
a sample and low had accuracy. Dhande et al. [7],
Rahman et al. [8], Vatshav et al. [9], and Ravin-
dran ef al. [10] classified of blood groups according
to image processing using MATLAB. Where the
system used (i.e. samples, camera, and processing
methods). The experimental results show that sys-
tems able to detect blood group using image pro-
cessors in MATLAB. In addition, human errors
decreased compared with the traditional method.
The systems shared several benefits: they were
cheap and easy to design. However, it is limited to
samples and accuracy and processing time are not
calculated. Shaban ef al. [11] used image manipu-
lations to display blood aggregates. Blood samples
and taking pictures of the samples using a camera
and MATLAB are the components of this system.
Experiments have shown that the accuracy of the
system is 98%. Pavithra ef al. [12] implements
image processing for blood group detection using
MATLAB graphical interfaces. Samples, camera,
and processing represent the components of the
paper. Experiments have proven that the system is
capable of detecting blood type with 90% accuracy.
Yamin et al. [13] presented a mechanism to detect
blood type using image processing in MATLAB.
Photographs of blood samples and image processing
are components of this study. Experiments have
achieved that it is able to detect blood type and Rh
factor with an accuracy of 98%. The systems are
shared several advantages such as simple and low-
cost. Although the systems did not calculate the
time to detect the blood groups. Jamil et al. [14]
designed a system capable of using image proces-
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sors in MATLAB and capable of finding blood
type and Rh factor. Images of blood samples and
image processing are the tools of this paper. The
experimental results of the study showed that the
image processing time reached 16 seconds, and the
accuracy and sensitivity of the system were 96%
and 95%, respectively. Sahastrabuddhe eral. [15]
explained the method of detecting blood types and
Rh factor using the image processing unit in
MATLAB. Sample images and image processing
are considered components of this study. Experi-
mental results showed that the accuracy of blood
type detection is 90%, with a time ranging between
4—6 seconds. The systems are simple and low-cost.
Sathiyan et al. [16] implemented a system that uses
image processing to detect blood aggregates. Images
of samples and processing using a Raspberry Pi 3
microcontroller are considered components of the
paper. The system had several benefits, was cheap and
easy to design. However, it is limited to samples and
accuracy and processing time are not calculated.
Using methods from computer vision and ma-
chine learning, Ferraz and colleagues created a pro-
totype for blood type categorization Ferraz efal. [17],
data processing, the SVM method, and a sample
are all part of the system. There was evidence of
system compatibility with blood grouping in the
experiments. We also used standard deviation and
quick Fourier transform for the evaluation. The
system has several benefits, such as being easy to
develop and affordable. Be that as it may, the sys-
tem did not meet expectations in regards to preci-
sion, testing time, or sample size. A technique for
categorising red blood types using a Support Vector
Machine was presented by Gurav efal. [18], a ca-
mera, a computer, preprocessing procedures, fea-
ture extraction techniques, and the Support Vector
Machine (SVM) algorithm are all part of the sys-
tem. It also requires blood samples. Results from
experiments demonstrated that the method works
by examining the granulation in blood droplets,
which allows for the classification of blood types. A
few of the benefits of the system include its low
price and easy design. It must be emphasised that
the system was still in its early phases of develop-
ment, therefore its accuracy was not ideal and it
collected minimal data. Using image processing
techniques and artificial intelligence, the authors
were able to correctly identify blood types inside a
certain system Bhagat efal. [19], using the pro-
gram's graphical user interface, the system gathers
image samples and analyses them. Results from the
trials showed that the suggested technology success-
fully used a certain approach to categorise blood
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types. Reducing the room for human mistake while
interpreting fractions is another way to improve the
standard method. The system had several benefits
was cheap and easy to design. However, it is li-
mited to samples and accuracy and processing time
are not calculated.

Odeh et al. [20] designed a system using com-
puter vision technology to determine blood types
using a machine learning method. Blood group
samples, a reference image, and a computer cam-
era are the components of this study. The accuracy
of the system in detecting blood types and the
Rh factor was 95.3%, as the test results showed.
Rosales et al. [21] demonstrate the use of image
processing and machine learning in determining
and classifying blood types. Pictures of samples and
the method of detection or classification are the
components of the paper. Experimental results
showed that the accuracy of the system in detect-
ing blood type was 100%, in addition to the accu-
racy of the system using the learning mechanism,
which was 97% correct using SVM and Tree. The
systems have several benefits was cheap and easy to
design. However, it is limited to samples and train-
ing time are not calculated. Vadgave et al. [22] de-
tected and classified quantum and factorial species
using a system based on learning and image pro-
cessing. Images of blood samples, image processing,
learning machine (SVM and KNN) algorithms are
the components of this study. Dada ef al. [23] pre-
sented a system for detecting blood types using a
learning mechanism. The system relied on images of
samples and the processing method using Ortho-
AutoVue, which are the components of this study.
Experimental results showed that the system re-
duced classification time to 17%. The systems of-
fers a number of advantages, such as low cost and
easy design. Nevertheless, the prototype gadget dis-
played less-than-ideal accuracy and training times.

The contributions in this paper can be sum-
marized as follows:

e Design and implementation of two applica-
tions for detecting and classifying blood types using
two separate programs MATLAB and Orange.

e Using MATLAB to process images to detect
blood types. In addition, the Orange program clas-
sifies blood types using machine learning for sever-
al methods such as logistic regression, neural net-
work, tree, KNN, and SVM.

e Optimization of parameters such as accu-
racy, learning time, testing time and processing
time based on previous studies.

e Using the proposed system in medical la-
boratories, hospitals and health centers without any
intervention by laboratory technicians.

System Model

The suggested system has multiple steps. The
initial step involves extracting blood samples from
an individual. This is done by disinfecting the fin-
ger area with alcohol, puncturing the finger with a
lancet, and utilizing a transparent or white surface
for collecting the blood. Blood group kits are also
utilized in this process. During the second step,
capturing an image using a mobile phone or a
standalone camera is necessary. The image must
have a satisfactory resolution and be legible when
processed by the program. The ultimate phase em-
ploys two techniques to categorize a blood group
through a graphical user interface (GUI) in
MATLAB and an artificial intelligence in Orange
(Alp) software. In order to identify a blood type
and determine the duration of processes, we have
devised novel techniques illustrated as a schematic
figure in Fig. 1.

Third Step

First Step

Second Step

Lancet

Slide

*||Graphical User|| ;
Interface

Atrtificial

Intelligence

Blood kit

Figure 1: Block diagram for the proposed system

Materials and Methods

Participants and Sampling

The current study obtained ethical approvals
from the Iragi Ministry of Health and Environ-
ment — Anbar Health Directorate — the Research
Committee at the Training and Human Develop-
ment Center according to research protocol (2303)
on 18/04/2024, relying on the principles stipulated
in the Declaration of Helsinki. Participants' infor-
mation and written consent forms were collected
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electronically by them. It was agreed to collect
blood group samples from patients in Heet General
Hospital in accordance with the aforementioned
protocol. This study used samples collected in two
different ways. One of these methods was collected
from volunteer individuals, including various gen-
ders and age groups, with approximately 700 sam-
ples for a long period of time. The other method
was using the web such as Kaggle, Google, and
various sites. They were packaged into eight differ-
ent packages according to Blood type and Rh fac-
tor. The total number of samples in this study was
1585. The aim was to enhance the system's accura-
cy by employing two technologies, namely GUI
and Al,, to categorize blood types based on group
and Rh factor. Specimens were obtained via a
medical lancet for sampling purposes. Furthermore,
three droplets of blood extracted from the donor
were carefully deposited onto a pristine white sur-
face to get a distinct and detailed image. In addi-
tion, include blood group kits in the droplets based
on the presence of antibodies A, B, and D, from
right to left, with A on the right and D on the left.
Special sticks were used to mix the blood with the
drops, and a little time was allocated for the results
to manifest. Next, capture a snapshot of three
droplets using a mobile phone or a camera. This
photograph is a valuable data source, as it is saved
on the computer and will be analyzed later.

Experimental Setup

The experimental setup consists of a portable
camera or camera, MATLAB program version 2022b,
and Orange program version 3.36.1. Implemented
a GUI in a MATLAB program to provide a visual
interface that includes analytical tools, eleven axes
for picture display, and two text fields for display-
ing results. The analysis tools comprise a push-
button feature allowing image insertion, grey and
binary conversion, morphological operations, split-
ting, detection, and blanking out. There are a total
of eleven axes, each serving a specific purpose.
One axis is dedicated to inserting images, two axes
are used for converting photos to grey and binary,
five axes are allocated for morphological operations
on images, and the remaining three axes are utili-
zed for splitting up images. Two texts are provided
for blood classification and processing time, as illu-
strated in Fig. 2a. The software version is 3.36.1.
The flow chart depicted in Fig. 2b comprises two
distinct steps. The initial phase encompasses im-
porting photos, embedding images, building mo-
dels, conducting tests and scoring, and generating a
confusion matrix. The suggested system employs
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multiple models, including Logistic Regression,
Neural Network, Tree, KNN, and SVM. The second
phase entails the importation of photos, the em-
bedding of images, and the generation of forecasts.

System Overview

The proposed system in the MATLAB pro-
gram analysis tools comprises seven functions: pic-
ture insertion, grey image conversion, binary image
conversion, morphological operations, image split-
ting, object detection, and image blanking. Trans-
ferring digital images captured by a camera to a
computer, these snapshots were saved to analyze
and categorize them based on blood groups and the
Rh factor. The images can be in many formats,
such as jpg, png, bmp. Upon analysis, the images
are converted into a matrix based on the image's
color dimensions [24] and the number of rows and
columns [25]. This transformation can be mathe-
matically represented by Equations below accor-
dingly:

1(0’0)1(0’1)1(0’2) cee e 'I(O,Rfl)

I(x,y) = ’

Lcaolconlcor -Lcoiroz)
RGB=3xRxC,

where RGB represents the color elements (red,
green, and blue) in color images, with a fixed value
of 3. C represents a column in the image matrix,
whereas R represents a row in the image matrix.
Next, the color image is converted to grays-
cale and binary, respectively. The purpose of this
conversion is that some instructions cannot deal
with color images, so they are converted to these
gradations to avoid errors in classifying the images,
as several instructions were used to convert them
to these transformations, such as "imadjust and
imbinarize." The morphological unit includes sev-
eral operations, the first of which is a color inver-
sion, where the image changes from white to black
and vice versa. Some granules in the image are
combined with their neighboring areas according to
a threshold value determined based on several ex-
periments [26, 27]. Furthermore, it is essential to
ascertain the boundary of the blood droplet by ex-
amining the presence and distribution of granules,
whether they originate from a single location or
multiple locations. Canny was selected to detect
the edges following extensive testing of various me-
thods such as "Sobel, Prewitt, Roberts, log, Zero-
cross, and Approxcanny”. The technique parameter



Innov Biosyst Bioeng, 2024, vol. 8, no. 2

57

4 casiffication

- < "
! Analysis Tools = Push-button
. .
. .
H
+  Insert Image Binary Split up Blank Out E
. .
: :
E Gray Morphological Detection 4
T T T T T T T Tty 4
1 T 1 /
g of o Text
L 0.6 o6}
a o4 L A
2 o2 o2 Blood detection
& " 0z o+ 05 o K| [
B 08¢ 04 0.8
6 0.6} 08 0.8
4 04 04 04
2 2 02 2
o ez Y . we o Processing Time |(Second)
0.8, 08 08
0.6, 06 06
o4 ot oe
oz 02 02
H R e et $  'c-ccceccceccccccscecccecd -
S eeee- = = e =
a
je=e=eeeeccccccccccccccccccccccccccccccceccccceccccessccccecceccsscccescccccsscccceaas .
[ .
] - s '
i First stage s E :
. & :
.
[ s§§ Data Table :
H & Embeddings —» D: '
: @ Data — Images @ Ly Tt - Eval Result Selected Data H
% - valuation Results [ 12 = {75 '
' \ 4yr= e\ Al ©
. 2 y
] N> ]
v Daa Deta Embedding % %% v Test and Score Confusion Matrix Image Viewer
: % vz )l :
.............................. ?_.F-..-------.,i.-------.-..--------....-------..-.----.
Eon i
<
2% Logistic Regression H
2\ ig Yoce,
%'% E g: i o By emeemeencecancanana. .
S T ] ]
® R, Second stage
%@% ! Neural Network o H tors :
\ l; H '
[ .
Y. ! Model — Predictors ]
g H ) H . 2 H
] P ]
H [ ' ofs
' Tree { "i’“\ ot gredicons 1
.
' : U e '
' e . H " R & '
. %o X .
' o
: ; ¥ \ B
\ KN { H :
] H H . Data — Images H
AV A I F0) Cal :
H = ] ] .
. .
H H H Samples Sample Embedding '
' SVM H H '
' H i '
.
i Models ;
---------- .

Figure 2: Snapshot of (a) graphical interface in MATLAB program and (b) design flow chart in Orange program

"canny" is shown to be superior to other types of
edge detection [28, 29].

Repairing the missing sections in the binary
image by identifying the boundaries of the blood
droplets was based on the designated regions. This
installation employed a specific methodology to fill
the holes, as certain regions were inaccessible using
conventional methods. Therefore, this alternative
approach was utilized to follow the given instruc-
tions "imfill" [30]. To support the image and give it
more clarity, noise or shapes have been removed
far from the area of blood drops or the edges of the
frame on which the blood drops are placed, spots
have been removed far from these drops and not
included in the calculations, and the reflected light

have beeb removed from the place where these drops
are placed, so this technique was used in terms of
using the instruction "mclearborder" [31, 32]. In
order to analyze antibodies A, B, and D, the image
was partitioned into three sections using the di-
mensions specified in Equation above. This divi-
sion allows for identifying blood groups (A, B, AB,
and O) in the first two images. The third image is
used to determine the group's Rh factor (negative
or positive). The segmentation of the images was
performed using the "bwlabel" method. The utiliza-
tion of octal counting has been implemented to
minimize the duration of data processing and has
gained extensive prevalence [33,34]. Data is
cleared in each GUI to choose a blank-out button.
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The proposed system in the Orange program
involves two steps. The first step includes import-
ing, image embedding, models, test and score, and
confusion matrix. The importing image includes
data or images collected from the volunteers and
divided according to blood groups and the Rh fac-
tor (A+, A-, B+, B-, AB+, AB-, O+, and O-) be-
cause they are considered the basis for learning and
comparing the results with them, as they were di-
vided into eight groups. This section utilizes image
embedding to extract data from images and capture
the fundamental characteristics of the image. It is a
digital representation of images in a vector with
fewer dimensions. The image is compressed to en-
hance the complexity of its visual content. To op-
timize the machine learning process and assess vis-
ual information's visual and semantic components.
The procedure often involves working with fixed-
dimensional vectors and is essential in machine
learning. Each pixel represents an embedded im-
age, enabling machine learning to comprehend the
image by combining pixels, which carry distinct
data [35, 36]. Model units in the proposed system
used Logistic Regression, Neural Network, Tree,
KNN, and SVM models from Al, to compare
them based on train time, test time, classification
accuracy (CA), and precision; the mentioned tech-
niques were used because they are considered one
of the most critical methods in the classification
process. A supervised machine learning approach
called logistic regression is often used to classify
objects because it is considered a prediction me-
thod. This process examines the type and finds a
relationship with a group of transactions, depen-
dent or fixed binary variables, and is considered
one of the practical tools in decision-making.

The Logistic regression, a form of supervised
machine learning, is commonly employed for ob-
ject classification due to its reputation as a predic-
tive technique. This procedure analyses the catego-
ry and establishes a correlation with a set of trans-
actions, either dependent or fixed binary variables.
It is widely regarded as one of the efficient tools in
the decision-making process [37, 38]. The sigmoid
function is the function used in logistic regression.
It can be represented using Equation below. Which
converts any actual values from independent va-
riables into a value between 0-1 to convert the
outputs of continuous values of the linear regres-
sion function into categorical value outputs. The
sigmoid function, utilized in logistic regression, can
be mathematically expressed by Equation below.
This process aims to transform the actual values of
independent variables into a range of 0-1; this is
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done to convert the continuous output values of
the linear regression function into categorical val-
ues [39, 40]. It can be represented using Equations
below:

1
1+es

o(s) =

S = (Z”:wixl) +b,

i=l
S=wx+b,

where o(s) acts as the sigmoid function, s acting
values, w acting weight, b acting bias, and xi acting
input value.

The neural network is one of the artificial in-
telligence methods for computers to learn how to
process information like the human brain. Neural
nodes or interconnected neurons are used in a
layered structure similar to the human brain, also
called machine learning. It can create an adaptive
system that computers use to learn from their mis-
takes and continuously improve the processing
process, which is used to solve complex problems
in classification [41, 42]. It involves three layers:
input, hidden, and output layers. It can be simple
or complex regarding the number of hidden layers,
called multilayers. Information from the outside
world is entered into the network from the input
layer, which processes and analyzes the data and
passes it to the subsequent layer. The input layer
and other hidden layers are considered components
of these layers. There can be more than one layer
to analyze the outputs of the previous layers. As
the hidden layers increase, the processing becomes
more accurate and requires significant time to be
passed to subsequent layers. The output layer dis-
plays the outcome of the artificial neural network's
complete data processing [43], as demonstrated in
Fig. 3a. Although decision trees are a supervised
learning technique, they are primarily used to solve
classification problems. It was given this name be-
cause the information is organized similarly to a
tree. The internal nodes are information attributes,
branches of decision rules, and leaf nodes for each
outcome [44]. It involves four parts: root node, in-
ternal node, branches, and leaves. The decision-
making process usually begins at the top nodes of
the Tree. These nodes, which typically include an
input attribute, represent an option or test condi-
tion. Based on the test result, the procedure moves
to one of the child nodes. For an internal node,
the branches indicate what can happen to a test
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Figure 3: Design using: (a) Neural Network, (b) tree, (¢) K-Nearest Neighbors algorithm, and (d) support vector machine algorithm

condition. Each branch is a parent of a child node
or another internal node. Leaves stand for the ver-
dict or classification. These represent the decision-
making process's conclusions [45], as demonstrated
in Fig. 4. KNN is a type of supervised learning me-
thod that is used in both regression and classifica-
tion. The prediction method depends on calcula-
ting the distance between the sampled data and
summing the training points. The points closest to
the sample data are selected through this distance,
meaning the category with the highest probability will
be selected [46]. The distance for the data in Fig. 5
is closer to group B with the highest probability, so
it is classified as group B. The distance is calcu-
lated according to Equation below [47]:

Ddata = \/(x2 _x1)2 +(y2 _yl)z )

where D,,, acts as a distance for data, x,, and y,,
represent the coordinates of the first and second
points on an x- and y-axis, respectively.

The definition of a SVM is a machine learn-
ing algorithm that determines the boundaries be-
tween data points based on predefined classes, la-
bels, or outputs. It uses supervised learning models
to solve complex classification, regression, and out-
lier detection problems [48, 49]. As it depends on
the margin or Optimal hyperplane subject to Equa-
tion below, which is the distance between the data
points or the sports vector and the decision line,
the critical thing in this method is to increase the
margin distance, as demonstrated in Fig. 6. The
upper and lower Optimal hyperplanes are support
vectors in L1 and L2 for calculating the margin us-
ing Equations below within this framework:

wx+b=0,
wx+b=1,
wx+b=-1.

where w signifies the weight vector associated with
the hyperplane, b represents the bias or offset, and
x corresponds to the input vector.
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The test and score tests learning algorithms on
data-based data input, models, and test data. The
output for the classification algorithm. Finally, the
confusion matrix displays the ratios of the actual
class to the projected class-based test and score,
the output chosen data subset from the confusion
matrix, and data together with further details on
whether a particular data instance was chosen. The
second step involves sampling images that were ob-
tained as previously described. The sample embed-
ding is embedding images of samples as shown
above, where it analyzes the image into a vector
containing a thousand elements to obtain all the
information from each image to classify the image
according to blood groups and Rh factor, and pre-
dictions in this area classify blood groups according
to types and Rh factor. It depends on the type of
model used in the classification process; the sample
images entered through the sample images, and the
step of embedding the images.

Experimental Results

The analysis and simulation indicate that the
results obtained from the MATLAB and Orange
programs are identical. However, the difference is
that the MATLAB program classifies one image in
each process. In contrast, the Orange program
classifies an indefinite number of images in each
process in terms of speed in classification. Details
will be noted in this section. Simulation results
were obtained from computer properties. The device
type is MSI. The processor is Intel(R) Core(TM)
i7-10750H CPU @ 2.60, 2.59 GHz. The installed
RAM is 16.0 GB. The System type is the 64-bit
operating system.

MATLAB Results

This method relies on counting the granules
in antibodies A and B to determine the blood type
among types A, B, O, and AB. To differentiate be-
tween Rh factor negative and positive, consult Fig. 4
to quantify granules determined by antibody D.

Antibody B

A?ti'tgogy 'D

Figure 4: Snapshot of a blood drop-based Antibody

The granules were counted using the MATLAB
program for more than one sample. A statistical
table was made to calculate all antibodies A, B,

and D and create an algorithm for them according
to the antibodies A and B for blood types and an-
tibodies D for the Rh factor. The final processing
time was calculated from the start of inserting the
image to the process of determining the blood type
using the tic-toc prompt in the MATLAB program.
The experiment was conducted on approximately
100 samples to arrive at the algorithm applied in
the program, and the accuracy was approximately
100%, expressing Equation [50]

1

S Z :=1x h_e
1
S z j:ly m_s

where s is the total number of samples, x,_., and
Yms acting reading sampling by human eyes and
reading sampling by MATLAB-system, respective-
ly. In addition, the time for processing one sample
is approximately 1.5—1.6 seconds.

Fig. 5 shows that blood group detection and
processing time in GUI were as follows: The blood
group and processing time for A negative and posi-
tive are 1.53 and 1.56 seconds, as shown in Fig. 5 a
and b, respectively. The blood group and proces-
sing time for AB negative and positive was about
1.54 seconds, as shown in Fig. 5 ¢ and d, respec-
tively. The blood group and processing time for B
negative and positive are 1.53 and 1.56 seconds, as
shown in Fig. 5 e and f, respectively. The blood
group and processing time for O negative and posi-
tive are 1.6 and 1.53 seconds, as shown in Fig. 5 g
and h, respectively.

Accuracy % = x100% ,

Orange Results

The proposed system was tested on 30 sam-
ples of different species. Some samples were mani-
pulated to see if the proposed system could classify
species. One of the methods of manipulation was
to change the name of the image in the sample,
expose it to a temperature to dry the blood drops,
and change the light intensity in the samples,
which ranges from light to dark in some samples.
The proposed system was trained on 1585 data sets
using artificial intelligence for five methods: Logis-
tic Regression, Neural Network, Tree, KNN, and
SVM. The data was captured using a phone and
regular camera and divided into eight groups clas-
sified according to blood type and rheumatic fac-
tor. The samples were identified according to the
type of Rh factor using a name for the image, for
example, blood type A+. The image was named
with this name, and the sequence of similar images
was followed by A+1, etc.
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The data extracted from the confusion matrix
is based on prediction and truth which in turn
shows each of the following points: true positive
point (TP), false negative point (FN), false positive
point (FP) and true negative point (7N) shown
in Fig. 6, from which the accuracy is calculated
according to Equation

TN + TP
A _ .
ceuracy (%) = o v
Actual
ORI
]
O
2
L
a
FP TN

Figure 6: Clarification confusion matrix based-prediction and
actual

The training data obtained from the confusion
matrix in the software used for and the match rate
of each method are shown in Fig. 7. Fig. 7 a and b
observed a merging in the training data between
AB+ and O+ and vice versa due to some data be-
ing close to each other in Logistic Regression and
Neural Networks models, respectively. In addition,
Fig. 7 ¢ and d observed a merging in training data
for different blood groups and Rh factors due to
the closeness of some data to each other in the
Tree and KNN models. Fig. 7 e observed a merg-
ing in the training data between AB+, O+, and A+
and vice versa due to some data being close to
each other in the SVM model. The Machine learn-
ing methods used in the proposed system are Lo-
gistic Regression, Neural Network, Tree, KNN,
and SVM to classify a blood group and Rh-factors
A+, A-, B+, B-, AB+, AB-, O+ and O-. The set-
ting for logistic regression is parameters as regulari-
zation in ridge type and strength at 1. In addition,
the setting for neural network is parameters hidden
layers are 100, activation functions is ReLu, solver
function was Adam, and regularization about 0.0001.
More, the setting for KNN is parameters NO. of
neighbors is 5, metric is Euclidean, and weight is
uniform. Furthermore, the setting for SVM is pa-
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rameters SVM type was SVM with cost was 1 and
regression loss epsilion is 0.1, with the kernel func-
tion is RBF. Moreover, the setting for Tree is Pa-
rameters Min. number of instances in leaves is 2,
Do not split subsets smaller than is 5, limit the
maximal tree depth to 100, and Classification Stop
when majority reaches is 95%.

Fig. 8 displays the results obtained from the
prediction in the software used. Where the lighting
intensity changed, the samples marked with red
could not be classified correctly for several reasons,
the most important of which was that they were
not trained on similar models. Light affects the
pixel value of each location in the image. In addi-
tion, the samples marked in yellow were changed
from the shape of drops using heat on the blood
and were not recognized by the software or the
human eye. Moreover, in the green samples, the
name of the image was changed, as the result was
identical to the classification in terms of species
and rhizome, except for the tree method, which
could not classify one of the samples. Furthermore,
compare the results based on train time, test time,
classification accuracy, and precision for each
model, as shown in Fig. 9. For the time train in
seconds, Logistic Regression achieved 43 seconds,
the highest, and KNN achieved 6 seconds, the
lowest. In addition, in test time in seconds, SVM
achieved 2 seconds, the highest, and Tree was the
lowest. Moreover, the Neural Network achieved
99.7 %, the highest in classification average accu-
racy and precision, and Tree achieved 98.2 %, the
lowest. Table 1 explains the accuracy value for
each blood group based on the machine learning
method.

Table 1: Calculating the accuracy of the blood groups for
machine learning

Accuracy in (%)

Blood o

A+ 100 100 99.6 99.7 99.7
A- 100 100 99.6 99.7 100
B+ 100 100 100 99.7 100
B- 100 100 100 99.5 100
AB+ 99.5 99.7 98.7 99.4 99.4
AB- 100 100 99.6 99.7 100
O+ 99.5 99.7 99.2 99.1 99.6
O- 100 100 99.8 99.7 100
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Figure 8: Snapshot of the results obtained from the prediction
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Figure 9: Snapshot of the results obtained from the test and score

Discussion

Knowing your blood type is important for the
purpose of giving or receiving blood. Blood type O
is considered a universal donor, as a person with
this type can donate blood to all types, taking into
account the Rh factor, and only receives blood
from the same type as his. AB is a universal reci-

pient, as it can receive blood from all types, taking
into account the Rh factor. For one antibody to
react with another antigen, the heterologous anti-
gens must be similar or closely related in structure
and be found in unrelated plants or animals. Hu-
man blood group A and B antigens, which are
connected to bacterial polysaccharides, are an illu-
stration of this. It is thought that the initial forma-
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tion of anti-A antibody occurs upon exposure to
pneumococci or other related bacteria. Anti-A an-
tibody is typically detected in people with blood
types other than A, such as type B and type O. Af-
ter coming into contact with a comparable bacteri-
al cell wall component, naturally occurring anti-B
antibody is produced. When choosing the appro-
priate blood type for transfusion, naturally occur-
ring antibodies play a significant role.

There is another method, without the need to
use a special kit, to detect blood types using im-
munochromatography, as this method is similar to
a pregnancy test. However, this method is not cur-
rently approved in hospitals and centers because it
has some limitations in its use, such as the sample
volume needs are reduced before reaching the mi-
croliter level, it is difficult to duplicate many
markers at one time for analysis, and some systems
have concerns about sensitivity, and repeat testing
is difficult.

The results were discussed for detecting and
classifying blood groups and Rh factor using
MATLAB and Orange programs, respectively. The
current study can be used in medical laboratories,
hospitals, and health centers, without any interven-
tion by health laboratory technicians. The mechan-
ism is through an advertising poster or an explana-
tory video, from the beginning of the finger prick
to the display of the result, which is done by the
patient or his companion. Image processors and
artificial intelligence were used to detect and clas-
sify blood types due to the speed of classification
and detection of the type with high accuracy, as
dozens of samples can be classified at one time
compared to the traditional process that requires
time and sometimes results in human errors.

Previous studies were summarized using the
MATLAB program to detect the blood group and
artificial intelligence in classifying the blood group
using several methods such as Logistic Regression,
Neural Network, Tree, KNN, and SVM. 100 sam-
ples were used, which were detected using the
MATLAB program. The accuracy was very high,
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100%, with a time ranging from 1.5—1.6. The re-
sults were superior to previous studies in terms of
accuracy and processing time. The system was su-
perior at accuracy 100% wherever the accuracy in
[11—15, 21] was 98%, 90%, 98%, 96%, 90%, and
100% in Image Possessing method, respectively. In
addition, the system was superior at processing time
1.5-1.6 sec wherever the processing time in [14, 15]
was 16 sec and 4—6 sec in Image Possessing me-
thod, respectively, as shown in Table 2. 1585 sam-
ples were trained using the Orange program to
classify blood types and Rh factors within eight
features. The system was tested on 30 samples us-
ing methods Logistic Regression, Neural Network,
Tree, KNN, and SVM and variables were calcu-
lated such as accuracy, precision, learning time
and test time, as the current system was superior to
previous studies in these variables. The proposed
system were superior at accuracy 99.4% wherever
the accuracy in [21] was 97% in SVM method. In
addition, the system were superior at accuracy
98.4% wherever the accuracy in [21] was 97% in
KNN method. Moreover, The system were superior
at accuracy 99.7% wherever the accuracy in [20]
was 95.3% in Neural Network method. Using ma-
chine learning, different methods were used to
compare the results obtained and arrive at the ideal
method among the methods mentioned in classify-
ing blood types based on accuracy and time. In
addition, the parameters were compared with pre-
vious studies, as shown in Table 3. The MATLAB
program was used in the image processing tech-
nique, as the processing process was simple as
shown. In addition, it processes individual images
to determine the blood type and the Rh factor, as
it makes only one diagnosis after performing the
process of mixing the blood drops with the kit for
blood groups, taking a picture and inserting it in
the program. The data is saved to be retrieved at a
later time, and the mobile phone can be used to
perform the processing. Moreover, it avoids human
error in reading blood types. Furthermore, anyone
can take this test after reading the test instructions.

Table 2: Compared between current study and previous studies in accuracy and possessing time

References / Years Methods

Accuracy (%) Processing Time, seconds

[11] / 2022 Image Possessing 98 N/A
[12] / 2019 Image Possessing 90 N/A
[13] / 2017 Image Possessing 98 N/A
[14] / 2019 Image Possessing 96 16
[15] / 2016 Image Possessing 90 4-6
[21] / 2022 Image Possessing 100 N/A
Proposed System Image Possessing 100 1.5-1.6

N/A: not available
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Table 3: Compared between current study and previous studies in techniques, accuracy, training time, and testing time

References /

Training Time, Testing Time,

Years Methods Techniques Accuracy (%) seconds seconds
[20] / 2021 Machine learning Neural Network 95.3 N/A N/A
[21] / 2022 Machine learning SVM and Tree 97 N/A N/A
[22] / 2018 Machine learning SVM N/A N/A N/A
Logistic Regression 99.5 43.149 0.619
Neural Network 99.7 13.797 1.241

Proposed System  Machine learning Tree 98.2 8.883 0

KNN 98.4 1.062 0.913
SVM 99.4 6.87 2.083

N/A: not available

The Orange program was used to conduct machine
learning because it is easy to understand and quick
to apply. It is considered a fairly new technology
and the tools are free. In addition, the processing
time in this program is faster than MATLAB as
shown in previous studies. Installing it on the
computer does not take a long time, and it is poss-
ible to find more than one blood type at a time.
There were several obstacles to using the MATLAB
program, as it requires a computer with very good
specifications. In addition, some tools require sums
of money to activate them, and it requires a mod-
ern version of the program. There are some limita-
tions that affect all the parameters of this study
that can be avoided or considered in the future, in-
cluding the quality of images, the amount of light-
ing, the dimensions of the images, taking a picture
at the appropriate time before the blood samples
dry, and the type of surface on which the samples
were mixed. In addition, place the blood group kit
in the correct place as shown in Fig. 4. The me-
thod of mixing blood drops must be from the in-
side out. To determine the outer frame for sam-
pling, it is preferable that the background of the
captured images be white so as not to affect any
reading.

Conclusions

This study focuses on the urgent need to ac-
curately determine blood type before emergency
blood transfusions, which rely on manual examina-
tion and are prone to human errors. These errors
put people's lives at risk during blood transfusions.
The main goal of the research was to develop an
approach that combines image processing and ma-
chine learning to detect and classify blood types
with high accuracy and short time. The proposed

system includes two parts: detection and classifica-
tion of blood types using two programs, MATLAB
and Orange. The MATLAB program was used to
detect blood types, which performs image analysis.
The other program used machine learning tech-
niques such as logistic regression, neural networks,
decision trees, KNN, and SVM to classify blood
types. The results indicate that using 100 samples in
MATLAB, each detection runs reaches a 100% ac-
curacy rate within 1.5-1.6 seconds. In addition, the
results conducted on the Orange program, by
training 1585 samples to test 30 samples, show that
neural networks have exceptional accuracy com-
pared to other techniques, as they achieved an
accuracy rate of up to 99.7%. The training lasts
13.7 seconds, while the test takes 1.2 seconds. Im-
proving the proposed method for detecting blood
type and treating problems with a very high accu-
racy of up to 100% and a short time for practical
use should be a top priority in future studies. In
addition, using video technology instead of photos.
Furthermore, use techniques that do not depend
on the blood group kit, such as the technique of
detecting types using a fingerprint or other me-
thods.
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M.®. Maxmyn
TexHiuHWIM koneax enekTpoTexHiku CepeaHbOro TexHiYHoro yHisepcutety, bargaga, Ipak.

PO3MNIBHABAHHSA TA KITACU®IKALIA rPYN KPOBI 3A JONMOMOIot0 METOAIB MALULMHHOIO HABYAHHA
TA OBPOBKU 30EPAXEHb

Mpo6nemartuka. EputpounTn € ogHNM i3 KOMMNOHEHTIB KPOBi. KpoB € BaXNMBOIO PiAVHOK B OpraHi3mi noguHW. 3HaHHs rpyn KpoBi Mae
BaX/IMBE 3HAYEHHS Nif Yac nepenuBaHHs KPOBi, SKe 3AINCHIOETLCA B KOHTPOMbOBAHMX YMOBAX, L0 3abe3neyye YHUKHEHHS daTanbHuX
nomunok. ina Bu3Ha4yeHHs rpyn KpoBi BUKOPUCTOBYETLCA TpaAULIiHUIA METOA, KONMW 3aAsiHi MeanyHi nabopaHTu, TOMy MOXYTb MaTtu
MicLe NOMUIKW, BUKINMKaHI MIOACBKUM (DaKTOPOM.

Meta. Mn maemo Ha meTi po3pobutu 11 peanisyBaT NpoTOTVN ANSA BUSBMEHHS Ta Knacudikauii rpyn Kposi, WO AacTb 3MOTY YHUKHYTW
NOMWIOK, BUKITUKaHUX MOACBKMM DaKkToOpOM, NPy BU3HAYEHHI rpynu KpoBi. 3anponoHoBaHa cnucTeMa BUKOPUCTOBYE 0OpPOOKY 300paxeHb
i anropMTMy MaLLMHHOIO HaBYaHHS ANs BUSABMAEHHS Ta Knacudikauii rpyn KpoBsi.

MeTopuka peanisauii. Cuctema cknagaetbcs 3 Tpbox etanis. Ha nepwomy mu 36upaemo 3pasku y BonoHTepiB. Ha gpyromy Bukopmc-
TOBYEMO Kamepy, LLo6 3pobuTn 306paxkeHHs Ans 3pa3ka. Ha TpeTboMy aHanisyemo 3o06paxeHHs ABoMa MeTogamu: obpobkoto 306pa-
XeHb 3a gonomorot Matlab i 3acTocoByouM anropuTMyM MaLLMHHOIO HaB4YaHHS 3a gonomorot Orange Ans BUSBMEHHS Ta knacudikauii
rpyn KpoBi.

Pe3ynbTaTtu. TouHicTb 06pobku 306paxeHb 3a gonomoroto nporpamm MATLAB pocsirana 100 %, a 4ac o6pobku ctaHosuB 1,5-1,6 c.
Kpim Toro, y nporpami Orange 3 BUKOPUCTAHHSAM MaLUMHHOIO HaBYaHHSA HEVPOHHUMK MepexaMu TouHICTb gocarna 99,7 %, 4yac HaB4aH-
Hs cTaHoBuB 13,7 ¢, a 4yac TecTyBaHHA — 1,2 ¢. Takox, SiK noka3anu pesynbTaTy eKCNepUMEHTY, HEMPOHHI Mepexi Oynu Kpalwmmm 3a
iHWi MoaenbHi 6rokn. Hawi pesynbTaT nokasanw, LWo aBToMaTUYHE BM3HAYEHHSI FPYnu KPOBi 3a AOMNOMOro MetoaiB 06pobku 306pa-
KEeHb | MaLUMHHOIO HaBYaHHS € ePeKTUBHUM i BUNPaBAaHUM MOPIBHAHO 3 Py4HUM MeTO4OM. 3anpornoHoBaHa cucTema nepesepLuuna
nonepeaHi AOCNiAKEHHS LWOAO TOYHOCTI, Yacy 06pobku, Yacy HaBYaHHA Ta Yacy TECTYBaHHS 3aBASKM BUKOPUCTaHHIO ABOX METO/AIB.
BucHoBku. Lle gocnimkeHHs 3ocepeaxeHo Ha HaranbHii noTpebi B TOYHOMY BM3HAYEHHI rpynu KPOBi Nepes eKCTPEHNM NepenuBaHHSAM
KpOBI, sike 6a3yeTbCs Ha PYYHIil NepeBipLi Ta YyTNuBE A0 NMOMWMOK, BUKIUKAHUX NOACBKMM hakTopoM. Lli noMMnKM noTeHUiiHO MOXYTb
3arpoXyBaTu XUTTIO Mi4 Yac nepenmBaHHa KpoBi. OCHOBHOIO MeTOK AOChifKeHHA Oyno po3pobutu niaxia, skuin noegHye obpobky
300paxeHb i MallMHHe HaBYaHHS, ANs TOYHOI Knacudikauii rpyn Kposi.

Kntoyogi cnoBa: knacudikauisa rpyn kposi; MATLAB-06po6ka 306paxeHb; MalmMHHe HaB4aHHs Orange; yac 06pobku.



