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Introduction

Background. The task of determining the functional relationship between biophysical parameters is an
integral part of the actual problem of finding the optimal impact on a biological object and is currently
not completely resolved. One of the important tasks in this area is the partitioning of the original feature
space into such areas (clusters) that relate to different functional relationships linking biophysical
parameters and have, in general, an arbitrary shape. Such clusters in the future is logical to call functional.
To obtain and analyze the functional clusters, there are a number of algorithms, each of which has its
advantages and disadvantages. At the same time, the solution of a certain practical problem requires an
evaluation of the efficiency of the algorithms in terms of the cluster separation adequacy.

Objective. In this paper, for a general example of the biological objects clustering problem (Fischer’s Iris
Data Set), the efficiency of a typical clustering tools series is evaluated. The application of k-means
classical algorithm, the Ward algorithm and developed in this work the fuzzy version of clustering for the
k-means algorithm with a limited mass of the working area for the clusters’ formation was considered.
Methods. The algorithm includes a procedure for a priori estimation of the clusters quantity. The
estimation is carried out according to the frequency histogram. To determine the optimal number of the
histogram columns, the application of the Scott formula is justified. The algorithm allows forming clusters
of arbitrary configuration with obtaining the value of the object’s membership measure for each of the
clusters. The comparative testing of the above algorithms was carried out on Fisher’s Iris Data Set.
Results. The best value of Fj-score is obtained for the algorithm proposed in this paper: F; = 0.92, the
value F; = 0.90 is obtained for the Ward method and the value F; = 0.88 — for the classical k-means
algorithm.

Conclusions. The obtained test results on the analysis problem of arbitrary-shaped clusters made it possible
to give preference to the version of fuzzy k-means with a limited mass of the working area for the clusters’
formation. The calculating of the membership measure value allows us to obtain additional information
on the structure of cluster formations, as well as to correct the result of clustering of k-means with a limited
mass, which is especially important since the formation of clusters occurs in a single pass. Comparing the
computational resources required for computing algorithms with relatively close test results also makes it
possible to give preference to the developed algorithm. Compared with the Ward algorithm, it requires
fewer computing resources since no additional memory is needed to store the distance matrix and no time
is required to recalculate it.

Keywords: clustering; k-means; biological object; membership function; estimation of a number of clusters;
fuzzy clustering.

algorithms, each of which has its advantages and
disadvantages. At the same time, the solution of a

The task of determining the functional relation-
ship between biophysical parameters is an integral
part of the actual task of finding the optimal impact
s on biological objects and is not fully resolved now.
Among the most interesting results of such tasks are
the ones that adequately represent groups in initial
data with different functional relationships that bind
considered biophysical parameters. It is logical to
call such clusters functional, and their form in the
general case can be arbitrary. To obtain and ana-
lyze the functional clusters, there are a number of

certain practical problem requires an evaluation of
the efficiency of the algorithms in terms of the clus-
ter separation adequacy. Such an evaluation of algo-
rithms can be performed on a given set of objects,
the classification of which is known to the researcher
but is unknown to the tested algorithms.

One of the most common approaches to clus-
tering of multidimensional data are the methods of
k-means family [1]. However, the classical version of
the approach tends to form exclusively multidimen-
sional spherical clusters by minimizing each cluster’s
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dispersion. One of the ways to overcome this prob-
lem is introduction of a limitation on the total mass
of the working area, by which the current value of
the centroid of the cluster is determined. One of
the current versions of the algorithm [2] implements
this approach. However, this version of the algo-
rithm has a number of shortcomings: the need to set
the number of groups before the clustering and the
lack of a mechanism for calculating the membership
degree to the cluster. Note that a number of me-
thods based on information entropy [3, 4] and di-
vergence [3, 5] solve the first of these problems, but
they are quite loaded from a computational point of
view, so it is desirable to have a simpler mechanism
for obtaining this estimate. Below we propose to de-
velop an algorithm for fuzzy k-means with a limited
mass of the cluster formation working area. Then
evaluate the effectiveness of the developed algorithm
comparing to the classical algorithm of k-means and
one of the most frequently used hierarchical algo-
rithms — Ward’s method.

The work’s purpose is to develop a version of
the k-means method, which solves the problem of
partitioning the initial sample by forming clusters of
arbitrary form.

The study objectives are to develop a version
of the fuzzy clustering algorithm for the k-means
method with a limited mass of the working area of
cluster formation, the introduction into the algo-
rithm a simple mechanism for a priori estimation of
the clusters quantity and to evaluate the algorithm
efficiency on a biological objects sample with known
cluster partitioning.

Materials and methods

The approach justification. The k-means al-
gorithm standard mechanism without limiting the
mass (quantity) of the working area objects of clus-
ter formation leads to forming the spherical shape
clusters which are identified as the ideal form of
object groups. In this case, the centroids’ path to
the limiting state is neither an object of the analysis
of the algorithm nor a constructive element used
in the formation of the cluster. Only the stability
of the centroid boundary state is important, which
determines the result of clustering.

In [2], the mechanism of the k-means algo-
rithm was first used to obtain non-spherical clusters,
while the basis for determining the form of the re-
ceived cluster is no longer the boundary position of
the centroid, but the path at which the working area
centroid passes into its limiting state. The displace-
ment of the centroid determines the trend of the
cluster working area and actually allows the algo-

rithm to recognize its fragments. However, with the
implementation of the standard k-means mecha-
nism as the new objects are joined to the working
area, the centroid travel speed steadily decreases.
This happens due to reduction in the weight of the
attached object impact in relation to the previously
accumulated mass of the working area and therefore
new object’s impact on the trend becomes insig-
nificant. The introduction of the working area with
limited mass of cluster formation in [2] allowed to
propose a mechanism forming of arbitrary form
clusters and to extend the method of k-means to
the task of cluster analysis general case. However,
as noted above, this algorithm version may be ex-
pediently supplemented by estimating the clusters
quantity in this sample of data and by calculating
the objects’ measure of membership to clusters.

Clustering algorithm. Let object x;, j = 1,...,n is
described as a string j {x;;, Xp,...,X;,} of initial matrix
M of dimension dim(n,m).

The algorithm implements the following steps:

1. Normalizing data.

2. Initial centroid initialization using one of
several methods:

(a) close to the zero vector;

(b) close to the vector center of mass;

(c) initialization on the peripheral data points;

(d) centroids are located evenly distant from
the center of mass with a given step;

(e) the position of the centroids is chosen ran-
domly

3. Object x; is chosen and distances between X;
and every of k, centroids are being calculated;

4. The object is joined to the nearest cluster.

5. The centroid moves to the new position cal-
culated using following formulas:
if n, < I,y then
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where n, is a number of points in cluster #, which

are used to calculate a centroid new position, 7.,

is the point’s number threshold, C, is the name of
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or calculating the centroid location, p is the number
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of conditional objects o whose coordinates are the
coordinates of current centroid’s position.

As can be seen from formula (1), if the thre-
shold of points’ number is reached, "part" of the
pre-accumulated information is "forgotten", which
allows controlling movement of the centroid in the
process of clustering. An adequate choice of para-
meters provides more ordered motion when repro-
ducing the functional dependence.

6. The procedure stops after processing all of N
points unless different stopping condition specified.

Clustering is carried out in a one-pass, and clus-
ters obtained as a result have a non-spherical form.

The algorithm described above was proposed
in [2] however, it needs the number of clusters to
give an adequate result. The mechanisms of a clus-
ters quantity priori estimation are rare. For the most
part data scientist use posterior methods like gra-
dually lowering the number of clusters together with
using quality estimation methods. To address this
problem, we propose the next approach. A density
distribution histogram is constructed for each of the
m variables. Using the number of local maxima in
each variable’s distribution, one can obtain an esti-
mate of clusters quantity in the sample. The prob-
lem of columns optimal number can be solved by
using the Scott formula, the Friedman—Diakonis
formula, or similar ones. In the implementation of
the algorithm, the Scott formula [6] was used, due
to lower computational cost compared to the Fried-
man—Diakonis formula that uses interquartile dis-
tance thus requiring data to be ranked.

It was proposed to add membership function
calculation to the algorithm. However, to use the
known approach for this purpose, similarly to the
C-means algorithm [7], it is incorrect, since the cal-
culation of the centroid new position in C-means
occurs after the information accumulation and not
in the centroids’ movement process. In the case
when the position of the centroid changes in the
process of adding points, calculated value of the
membership function will lose its relevance. In this
case, the value of the membership function should
be calculated already after the initial formation of
clusters. In addition, the mechanism of membership
degree calculating also requires to be changed, as in
contrast to the classical version of the C-means (the
formation of clusters of hyperspherical form), the
clusters received will in most cases have a stripe-like
form

To solve the problem, two possible ways can
be suggested:

1. Evaluate membership function using average
distance between an object and other objects in the
cluster can be used:
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where n; is a number of points in cluster j, ¢ is a
number of clusters.

2. Evaluate membership function using the
distance between the object and the "trace" left by
moving centroids can be used:
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where 7, is a nearest point of the "trace" left by
moving centroid j.

Results

Testing of the algorithm was performed on
Fisher’s "Iris Data Set" [7].

The data set "Iris Data Set" contains 150 iris-
es of three species, 50 of each. The object features
here are the geometric characteristics. Four features
were measured from each sample: the length and
the width of the sepals and petals, in centimeters.

By using developed estimation procedure, it was
found that there are 3 clusters in the data set. When
clustering the "Iris Data Set" using developed algo-
rithm the following result was obtained (Table 1).

Table 1: Cross table for clustering result given by developed

algorithm
Actual
0 | Total

0 36 0 0 36
Result 1 14 50 0 64

2 0 0 50 50
Total 50 50 50 150
True positive, % 72 100 100

As can be seen, the result of clustering was
similar to the actual existing groups (Fig. 1).

The value of F|-score was obtained using mac-
ro-averaging [8] and was 0.92. Below are the results
obtained using classical k-means method (Table 2)
and Ward’s method hierarchical clustering (Tab-
le 3).
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Figure 1: Diagram comparing clusters obtained using developed
algorithm with actual classes: m — 0; m — 1; -2
Table 2: Cross-table for k-means clustering result
Actual
Total
0 1 2
0 42 0 10 52
Result 1 0 50 0 50
2 8 0 40 48
Total 50 50 50 150
True positive, % 84 100 | 80

Table 3: Cross table for clustering result obtained using Ward’s
method

Actual
Total
0 1
0 33 0 0 33
Result 1 0 50 0 50
2 17 0 50 67
Total 50 | 50 50 150
True positive, % 66 | 100 | 100

The result obtained with the k-means method
has a F; value of 0.88. In general, the classic k-
means showed the worst result on the test sample
and gave more mixed clusters (Fig. 2).

The result obtained with Ward’s method has
a F; value of 0.90. This method formed clusters
similar to those formed by developed method
(Fig. 3).
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Figure 2: Diagram comparing clusters obtained using k-means

with actual classes: m — 0; m — 1; -2
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Figure 3: Diagram comparing clusters obtained using Ward’s
method with actual classes: m — 0; m — 1; -2

Discussion

As can be seen above, Ward’s method gave
similar results (see Fig. 3) to those obtained with
k-means with a limited mass of working area (see
Fig. 1). Some resemblance between the results of
clustering is a consequence of the generation of
hierarchical algorithms of non-spherical clusters,
in the general case. The value of F;-score for this
result was 0.90, nevertheless, it is worse than for
the development algorithm. This algorithm also
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tends to unite two closely situated classes in one
big cluster.

In testing the algorithm, the calculation of the
membership function using the minimum distance
to the trace of the centroid of the working area of
the algorithm was used, which provided the best re-
sult of clustering compared with the use of the mean
distance from the studied point to all other cluster
points.

Conclusions

The testing of the algorithms discussed in the
article allows us to give preference to the deve-
loped version of fuzzy k-means with a limited
mass of working area of cluster formation for
cluster analysis problems with clusters of arbitrary
form. The calculation of the membership function

allows to obtain additional information about the
structure of cluster entities, as well as to correct
the result of clustering k-means with a limited
mass, which is especially important for algorithms
that obtain the result of clustering in one pass.
Regarding the proximity of the qualitative results
of the developed algorithm and Ward’s method, it
should be mentioned that the developed algorithm
has a lower computational value since it does not
require additional memory to store the matrix of
distances and time for its recalculation. In ad-
dition, since the algorithm developed uses an a
priori estimate of the clusters quantity, it has no
problems related to the dendrogram cutting to get
a result.

The developed algorithm will be further used in
the development of cardiovascular state diagnostics
system.
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B.C. YmaHeLp, b.0O. BonHuk, B.A. MNaenos, €.A. HacteHko

OUIHKA EQEKTUBHOCTI ANITOPUTMIB Y 3A0AYI KNTACTEPU3ALIT BIONONYHUX OB’EKTIB

MNMpobnemaTtuka. 3aBaaHHA BU3HAYEHHS PYHKLIOHANBHOTO 3B’3KYy MiXK 6iodi3vyHNMM NnapamMeTpaMu € CKNagoBOK YaCTVHOK aKTyarnbHOT
npobnemu noLuyky onTMMarnbHOro BNMBY Ha GionoriyHuii 06’eKT i Ha cborodHi He € NOBHICTIO BUpieHM. OfHieto 3 BaXXNMBUX 3agad y
Ljin obnacTi € po3buTTS No4YaTKOBOrO MPOCTOPY O3HaK Ha Taki obnacTi (knactepw), siki BIGHOCATbCS A0 Pi3HUX (PYHKLOHANbHMX CMiBBigHO-
LUEHb, L0 3B’s13yt0Tb BiodidnyHi napameTpu, i ki MatoTb, y 3aranbHOMyY BUNagky, A0OBiNbHY dopmy. Taki knactepu B noganbLUOMy MOriy-
HO Ha3MBaTV YHKLiOHaNbHUMK. [Ana OTPMMaHHS 1 aHanidy yHKLUIOHaNbHNUX KNacTepiB iCHYE HM3Ka anropuTMIB, KOXKEH i3 IKMX Mae CBOI
nepesaru 1 Hefoniku. Y TOM e 4ac po3B’A3aHHA MEBHOI MPaKTUYHOI 3agadi BUMarae ouiHKy eEeKTUBHOCTI anropuTtMiB 3 TOYKM 30py
a[eKBaTHOCTI BUAINEHHSA KnacTepis.

MerTa. Y cTartTi 4ns AOCWTb 3aranbHOro npuknagy 3aBAaHHS knactepu3sadii 6ionoriyHux o06’ekTiB (iprcn diepa) oUiHIETECA edeKTMB-
HICTb HM3KW TMNOBMX IHCTPYMEHTIB Knactepmaauii. Po3rnsHyTo 3acTocyBaHHSA anroputmy K-cepefHix, anroputmy Bapga, a Takox
po3pobneHoi B poboTi HeyiTKoi Bepcil knacTepusauii onsg anroputMmy k-cepefHix 3 obmexxeHo Macot poboyoi obnacTi hopmyBaHHS
KnacTepis.

MeToauka peanisauii. B anroputm BKkMnYeHO npoueaypy anpiopHoi OLiHKM KinbkocTi knacTepiB. OuiHka NpoBOAWTBLCSA MO ricTorpami
YacToT, AN BU3HA4YEHHSA ONTUMArbHOI KiflbKOCTi CTOBMLIB ricTOrpamy o6rpyHTOBYETbCS 3acTocyBaHHA popmynu CkoTta. AnropuTtm gae
3Mory popMyBaTh Krnactepu A0BiNbHOI KOHirypauii 3 OTpMMaHHAM 3HaYeHHs1 Mipy NpuHanexHocTi 06’ekTa KOXHOMY 3 knactepis. Ha
Habopi gaHux "lpucy diwepa" NnpoBeaeHO NOPIBHANbHE TECTYBAHHSA 3a3HA4YEHNX anropuTMIB.

Pesynisratn. OnTmarbHe 3Ha4eHHs F{-score 0TpMMaHo [ns anroputmy, Lo 3anponoHoBaHuii y poboTi — F4 = 0,92, sHaveHHs F4 = 0,90
ofepxaHo Ans metody Bappa i sHadeHHs Fq = 0,88 — ans knacuyHoro anroputMy k-cepeaHix.
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BucHoBku. OTpumaHi pesynbsratv TeCTyBaHHSA CBigYaTh, WO B 3aBAAHHAX aHanidy knactepis AOBiNbHOI opMu AOUINBHO Bigaatn nepe-
Bary pos3pobneHii y fincHin poboTi Bepcii HewiTkmx k-cepegHix 3 obmexeHo Macor poboyoi obnacti hopmyBaHHA KrnacTepis.
Po3paxyHok 3Ha4eHHs1 Mipy NPUHANEXHOCTi Aae MOXIMBICTb B anropuTMi OTpuMaT 4OAATKOBY iHPOPMAaLito MPO CTPYKTYPY KNacTepHUX
YTBOpPEHb, a TaKOX 3A4iINCHUT NonpaBku pe3ynbsTaTy knactepusalii k-cepegHix 3 06MexeHoo Macoto, Lo 0cobnveo Baxnmeo npu dop-
MyBaHHi knacTepiB 3a oAMH npoxig. [NopiBHAHHA HEOOXiAHWX ANS po3paxyHKy OBYMCrioBanbHUX PecypciB ANS anropuTMiB 3 BiAHOCHO
6n13bKMMK pesynsTaTamy TeCTY TakoX CBIAYUTL MPO NepeBary 3anpornoHoBaHoro B poboTi anroputmy. MNopiBHAHO 3 anroputmom Bapaa
OMYy HeoOXiAHO MeHLle obuMCroBanbHUX PECypCiB, OCKINbkM He MOTpibHa gogaTkoBa nNam’'saTe AnNs 30epiraHHA maTtpuui BiacTaHew i
Hemae BUTpaT Yacy Ha ii nepepaxyHok.

KniouoBi cnoBa: knactepusauisi; k-cepefHi; 6ionoriyHmin 06’ekT; Mipa HanexHoCTi; oLiHKa KirlbKOCTi KnacTepiB; HeviTka knactepusadisi.

B.C. YmaHeu, B.A. BoiHuk, B.A. Maenos, E.A. HacteHko

OLIEHKA 3®®EKTUBHOCTU ANICOPUTMOB B 3AOAYE KITACTEPU3ALMNUN BUOJTIOTMYECKMNX OB BEKTOB

MNMpobnemartuka. 3agaya onpegeneHns PyHKUMOHANbHON CBA3W Mexay Guodusndeckumy napameTpamum sSiBMSETCA COCTaBHOM YacTbio
aKTyanbHoW NpobnemMsl Noncka onTMMarbHOro BO3AencTBUA Ha B1onorniecknini o6 BEKT U B HacTosILLEe BPeMS He SBSETCSA NOMHOCTLIO
pelieHHon. OAHOW M3 BaXHbIX 3a4a4v B 3TOM obnactun aBnsercs pa3bueHne MCXOQHOro MPOCTPaHCTBA MPU3HAKOB Ha Takue obnactu
(knacTepbl), KOTOPble OTHOCSATCA K PasnyHbIM (PYHKLMOHAMBbHBIM COOTHOLLEHWAM, CBSi3blBalOLMM Ouodmanyeckme napameTpbl, U
MMeloT, B 00LLeM cryyae, NponsBosbHYo dopmy. Takue KnacTepbl B AanbHENLLEM MTOTMYHO Ha3blBaTb OYHKLUMOHANbHbIMK. [Ans nonyye-
HUS 1 aHanm3a PyHKLMOHANbHbIX KNacTepoB CyLLEeCTBYET psif anropuTMoB, Kaxabli U3 KOTOpbIX obrnagaeT cCBOMMY NpeuMyLLecTBaMmn u
HepocTaTkamun. B To e Bpems pelueHvie onpefeneHHon NpakTM4eckon 3agaun TpedyeT oueHKkn addeKTUBHOCTU anropuTMOoB C TOYKM
3peHns afeKkBaTHOCTU BblAENEeHUst KnacTepos.

Llenb. B ctatbe ans gocratodHo obLiero npumepa 3afadun knacrepusauum buonornyecknx oobekToB (Mpuckl Pullepa) oLeHuBaeTcs
3 PEKTNBHOCTL psaa TUNMYHBIX MHCTPYMEHTOB Kractepusaummn. PaccmoTpeHo npuMeHeHne anroputma k-cpegHux, anroputma Bapaa,
a Takxe paspaboTaHHoOW B AaHHON paboTe HeYeTKon Bepcun Knactepusaumm Ans anroputMa k-cpegHux ¢ orpaHuveHHo maccol pabo-
yer obnactn hopMUpPOBaHUS KIacTepOoB.

MeToauvka peanusauun. B anroputm BknoveHa npoueaypa anpuopHON OLeHKu konuyecTsa knactepos. OueHka npoBogMTCs Mo rMcTo-
rpaMmme 4acToT, ANs onpeaeneHns onTMMarbHOro KonnyecTea CToN6LOB rMcTorpaMmel 060CHOBbLIBAETCA NpuMeHeHne dpopmynbl CKoTTa.
Anropvtm no3sonsieT popMmnpoBaTh KracTepbl MPOU3BONbLHON KOHUIYpaLMmM C NONyYeHUeM 3Ha4YeHU Mepbl NPUHAANEXHOCTN 0ObekTa
Kaxxgomy m3 knactepoB. Ha Habope gaHHbIx "Vpuckl ®uriuepa” npoBeAeHO CpaBHUTENbHOE TECTUPOBAHME YKa3aHHbIX anropuTMoB.
PesynkTathbl. HannyJuee sHaveHne Fq-score nonyyeHo Ans anroputMa, npeanoxeHHoro B pabore — F4 = 0,92, F4 = 0,90 ans metoga
Bappa v Fq = 0,88 anga knaccu4eckoro anroputma K-cpefHux.

BbiBogbl. [TonyyeHHble pesynbTaTbl TECTMPOBaHWS CBUAETENLCTBYIOT O TOM, YTO B 3a4ajvax aHanmsa knactepoB Npou3BOnbHON hopMel
LenecoobpasHo oTAaTh NpeanoyTeHne pa3paboTaHHOW B aHHON paboTe Bepcumn HeYeTkux K-CcpeiHMX C OrpaHUYeHHon Maccon paboden
obnacTn opmmpoBaHnsa knactepoB. PacyeT 3HaveHWs Mepbl NPUHAANEXHOCTV B anropuTMe Mo3BOMSET MOMYyYUTb AOMOMHUTENbHYIO
MH(OPMaLMIo O CTPYKTYpe KnacTepHbix 06pa3oBaHuii, a TakkKe OCYLLEeCTBUTb MOMpPaBKu pesynsraTa knactepusaummn k-cpegHvx ¢ orpa-
HWYEHHOW Maccom, YTO 0COBEHHO BaXKHO Npu hopMMUPOBaHNM KNacTepoB 3a oAuH npoxof. CpaBHeHWe TpebyeMblx ANs pacyeTa BblYMC-
NNTENbHBIX PECcypcoB NS anropuTMOB C OTHOCMTENbHO ONMU3KMMKM pesynbTataMu TecTa Takke CBWAETENbCTBYET O MpeumMyllectse
npeanoxeHHoro B paborte anroputma. Mo cpaBHeHuto ¢ anroputmom Bapaa emy TpebyeTca MeHbLUe BbIYMCAUTENbHBIX PECYpPCOoB, Tak
Kak He HyHa [0oNOoNMHMTENbHasA NamsaTb ANS XPaHEHUS MaTpuLbl PACCTOSHWIM U HET 3aTpaT BPEMEHW Ha ee nepepacyer.

KniouyeBble cnoBa: Knacrepusauyua; k-cpenHme; 6uonornyecknii 06BLEKT; Mepa npuHaanexXHoCTh; OUeHKa KornmyecTtBa KIaCTepoB;
He4yeTKasa Knacrtepusauyms.



